O [TIOJAXOJAX K PEINEHNIO 3AJTAY
COCTABJIEHUST PACIIMCAHUI B
MHOI'OITPOLIECCOPHBIX
KOMIIBIOTEPHBIX CUCTEMAX C
YHETOM PACITAPAJIJIEJINBAHUA U
PECYPCHBIX OI'PAHMYEHNN

FO.B. 3axapoBa

Nucruryr maremaruku um. C.JI. Cobonesa CO PAH
VccmenoBamue BBITOTHEHO 3a cUeT rpaHTa Poccuiickoro Hay4HOro
dbonga Ne 22-71-10015, https://rscf.ru/project /22-71-10015/.



Motivation (Parallel and Multiprocessor Jobs)

» Parallel jobs require more than one processor at the same time.

» Some jobs can not be performed asynchronously on modern com-
puters. Such situation takes place in multiprocessor graphics cards,
where the memory capacity of one processor is not sufficient.

» Many computer systems offer some kinds of parallelism. The en-
ergy efficient scheduling of parallel jobs arises in testing and reli-
able computing, parallel applications on graphics cards, computer
control systems and others.

Energy-
Efficient
Algorithms



Multiprocessor and Parallel Jobs

Parallel Jobs

> Rigid jobs: the number of required processors is given and fixed
(sizej).

» Moldable jobs: the number of required processors is chosen by the
scheduler before starting a job, and is not changed until the job termi-
nation (4;).

» Malleable jobs: the number of required processors is chosen by the
scheduler, and can be changed at runtime (;).

Multiprocessor Jobs

» Single mode jobs: the set of required processors is given and fixed
(fiz;).

» Multimode jobs: alternative sets of processors may be used (set;).

Uniform and non-uniform partition of work between processors.



Resources

t1
Energy E = [ s%(t)dt, where s(t) is the speed of a processor at time
to

t and o > 1 is the constant.

A data bus is a part of the system bus that is used to transfer data
between computer components.

Cash memory influences on sequential execution of jobs.



Speed Scaling Scheduling

Modern microprocessors (o = 1.11 for Intel PXA 270, a = 1.62 for
Pentium M770, a = 1.66 for a TCP offload engine, a = 3 for CMOS
devices) can run at variable speed.

High speeds result in higher performance but also high energy
consumption. Lower speeds save energy but performance degrades.

t1
Energy = [ s*(t)dt
to
S
s Sty

64/27

E=4 t t t




Speed Scaling Scheduling

Processors and Jobs
m = 2 speed-scalable processors

J ={1,...,n} is the set of jobs:
V; is the processing volume (work) of job j
W; = n‘% is the work on one processor

E is the energy budget

Parameters

Preemption and migration are characterized for the systems with
single image of the memory.

Non-preemptive instances arise in systems with distributed memory.



Homogeneous Model in Speed-scaling

If a processor runs at speed s then the energy consumption is s units
of energy per time unit, where o > 1 is a constant (practical studies
show that o < 3).

It is supposed that a continuous spectrum of processor speeds is
available.

FE is the energy budget.

The aim is to find a feasible schedule with minimum makespan (total
completion time) so that the energy consumption is not greater than
a given energy budget.



Previous Research: Classic

Makespan

Drozdowski (2009): poly for rigid jobs, pmtn, r;

approx for rigid jobs, r;

Brucker (2000), Du, Leung (1989): rigid jobs: NP-hard, strongly
NP-hard for prec

Total Completion Time

Lee and Cai (1999): rigid jobs: strongly NP-hard
Schwiegelshohn et. al. (1998), J. Turek et. al. (1994):
approximation algorithms for rigid jobs

Hoogeveen (1994): single-mode jobs: NP-hard

Cai (1998): 2-approximation algorithm for single-mode jobs



Previous Research: Energy

Makespan

Pruhs, van Stee (2007), Bunde (2009): poly for single processor,
rj

approx for multiple processors, 7;

Bampis et.al. (2014): approx for prec, r;

Total Completion Time

Pruhs et. al. (2008), Bunde (2009): poly for single processor
Shabtay, Kaspi (2006): approx for multiple processors

Parallelizable Jobs

Kononov, Zakharova (2015-2022): NP-hardness, approx
Li (2010, 2012): prec, heuristics

Kong, Guan, Deng, Yi (2011): approx
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Single-Processor Jobs and Fully-Parallelizable Jobs

Single-Processor Jobs

= —J + 1) (p2j—1 + p2;)-

‘ Mm

6=

JjeT =

Fully-Parallelizable Jobs

> ¢y Z%Z(n—j-i-l)pr

JET j=1



Rigid Jobs: MIP model

{1, if job j is executed in event point k,
Wik =

0 otherwise.

Tf,ﬁ and ijk is the start and completion time of job j in event point k.

St <lielLkeK,
JeJ
> wp=1,j€,
keK
ZIjik = sizejwjk, ke K,j c J7
i€l
T > T ke K jeJ,
Td, — T5 = wipj k€ K, j € J,

Z(T]fk - ]SIE) ijmj S J7
keK

T;lz Z ij’k’ 7Tmaz(2 — Tjik 7mj’ik')7 J #J, € Jv/[’ € I7 k//

<keKk+#1.



Rigid Jobs: Dynamic Programming

Preliminaries
A; =327 pj, j=1,...,n; nis the two-processor job.
Running time is O(nA3"2T1),

Recursive equation

f(,t, P, P>,Q1) is the minimum total completion time

(i) we have assigned 1,2,...,j and n;

(ii) job n starts at time ¢;

(iii) the total processing times of single-processor jobs processed before ¢ on

M; and M, are P; and P», and the total processing time of single-processor
jobs processed after ¢t on M; is Q1.

f(G—1,t, P —pj, P2,Q1) + P1,
f(G—1,t, P, Pa —p;, Q1) + Pa,

f(G—=1,t, P, P2,Q1 — pj) + (t + pn + Q1),
fG—1,t, P, P2,Q1) + (t+pn +Aj — PL — P2 — Q1),

f(g,t, P1, P2, Q1) = min

j=1...,n—=1,t=0,...,An_1, P1 :O,‘”,mil’l{Aj,t},
PQ_O,...,miIl{Aj—P17t}7 Q1:07...,Aj—P1—P2.



Rigid Jobs: %—Approximation Algorithm

Single-Processor Problem

Given an instance P2, we generate instance P1:
p; =% for size; = 1, pjj = p; for size; = 2.

Reindex jobs in non-decreasing of processing times Wj:

Two-processor Problem

Assign job j to the first available processor if j requires one processor or to
the two processors when both of them are available if j is a two-processor
job while keeping the order of job starting times.

C. Lee, X. Cai Scheduling one and two-processor tasks on two parallel
processors // IIE Transactions (1999)



Rigid Jobs: P2|sizej, energy| ) C;

Single-Processor Problem

Given an instance P2, we generate instance P1:
W, . .
W} = 5t for size; = 1, W] = W; for size; =2 and E' = £.

Reindex jobs in non-decreasing of volumes W/, and find optimal durations

Py
n
Z(n —Jj+ l)p; — min,
=1
S ) =
JjET

Two-processor Problem

Calculate processing times of jobs for (P2): p; = 2p) for single-processor
jobs and p; = p; for two-processor jobs.

Assign job j to the first available processor if j requires one processor or to
the two processors when both of them are available if j is a two-processor
job while keeping the order of job starting times.



Rigid Jobs: Approximation Algorithm

Lower Bound
ZC;(PI) < ZC}‘(P2)

Theorem
A 2-approximate schedule can be found in O(nlogn) time for
scheduling problem P2|size;, energy| )  C;.




Test examples

alpha (1.5, 2.0, 2.5, 3.0)

jobs count (50, 100)

small jobs probability (0.0, 0.3, 0.5, 0.7, 1.0)

single jobs probability (0.3, 0.5, 0.7) or blocks (2, 4, 6, 8, 10)
series (11, 12, 21, 22)

vvyyVvyvVvyy

Examples count = 30



Series 11

SMALL 1 — (10, 20, 30, 40, 50, 60, 70, 80, 90, 100)
SMALL 2 — (10, 11, 12, 13, 14, 15, 16, 17, 18, 19)
LARGE 1 = (200, 275, 350, 425, 500, 575, 650, 725, 800, 875)

LARGE 2 — (520, 540, 560, 580, 600, 620, 640, 660, 680, 700)

Processor 1 |10/ | 20 50 40 50 100 200 425 800 725

Processor 2 2020 60 40 50 200 575 725




Test results for series 11

alpha = 1.5, jobs count = 50

single | small Ea Da E, Dy,
0.3 0.0 4.17 1.22 | 2.69 0.90
0.3 0.3 6.16 3.10 | 4.06 2.76
0.3 0.5 8.78 6.09 | 5.25 4.00
0.3 0.7 9.48 | 10.39 | 6.10 8.33
0.3 1.0 7.26 5.49 | 2.88 1.00
0.5 0.0 5.57 2.04 | 3.22 1.29
0.5 0.3 8.18 4.16 | 5.20 2.23
0.5 0.5 9.87 6.80 | 5.69 2.33
0.5 0.7 | 11.41 5.63 | 7.67 5.39
0.5 1.0 9.49 6.51 | 3.14 | 30.49
0.7 0.0 5.91 1.05 | 4.41 0.81
0.7 0.3 7.58 3.50 | 5.91 2.03
0.7 0.5 8.75 4.24 | 7.15 3.77
0.7 0.7 | 12.45 8.67 | 9.14 | 13.70
0.7 1.0 8.93 3.18 | 5.42 1.80




General Convex Model

> wiw<lielkekK,
JjeJ
Z Wik = 1,j S J,
keK
Z.’Ejik = sizejwjk, k € K, j € J,
el
Tj. 2T, k€ K,j € J,

Td, — T3 = wipj k€ K, j € J,
Z(ijk - fzﬁ) 2 pij€d
kEK

I}'Sé > Tjjjk:’ - Tmaa:(2 — Tjik — x]”ik')7
j#jediellk <keKk#1.
sijp; = Wi, j € J.
ZSiZGjo(Sj)&_I S E.

jeJ



Comparison with BARON solver (8 h)

Instance Algorithm | BARON Presolve BARON Record %
LB Obj % Obj Time LB Obj | Time

11 | 1173.5 | 1421.3 | 21.1 | 1480.5 33.47 | 394.6 | 1333.1 | 2850.3 | 6.6

12 | 694.1 | 786.1 | 13.2 | 763.6 28.92 | 285.2 | T763.6 289 | 29

21 | 8124 | 1011.6 | 24.5 | 1082.9 32.23 | 539.7 | 981.6 | 2619 | 3.0

22 | 1984.5 | 2330.1 | 17.4 | 2454.1 28.25 | 735.9 | 2231.2 | 462.5 | 44

block | 1682.3 | 2470.9 | 46.8 | 2859.3 41.2 | 752.8 | 1970.9 | 4379.6 | 25.3




Obtained Results

Total Completion Time

Problem Complexity | Approx.
P2|sizej, energy|d. C; N P-hard 2
P2|fiz;,energy| > C; ? %1

P2|fiz;, pmin, energy| > C; ? 2a-T
Makespan
Problem Complexity | Approx.
P2|sizej, energy|Cmax N P-hard 3/2
P2|size;, prec, energy|Cmax N P-hard 2
P2|r;, sizej, pmin, energy|Cmax Poly -
P2|r;, fix;, pmtn, energy|Cmax Poly -
P2|fix;, energy|Cmax Poly -




Scheduling Rigid Jobs with Untrusted Predictions

Problem formulation

processing times p; are not known in advance

x; is predicted value of the processing time of job j
n; = |pj — ;| is the error of the prediction for job j

Monotonic Algorithms

The Shortest Predicted Processing Time First algorithm has
competitive ratio at most (3 + 32), where n = TS
The Round Robin Algorithm is 2-competitive.

Preferential Algorithm

The Preferential Round Robin algorithm with parameter A€ (0,1)
has competitive ratio at most min{1 (3 + 22); 2;}. In particular, it

is 7=x-robust and 5} -consistent.



Scheduling Fully-Parallelizable Jobs with Untrusted
Predictions

Problem formulation

processing times p; are not known in advance

x; is predicted value of the processing time of job j
n; = |pj — ;| is the error of the prediction for job j

Monotonic Algorithms

The Shortest Predicted Processing Time First algorithm has
competitive ratio at most (1 + %’7), where 1 = Zj ;-
The Round Robin Algorithm is 2-competitive.

Preferential Algorithm

The Preferential Round Robin algorithm with parameter A € (0, 1)

has competitive ratio at most min{% (1 + 27") : ﬁ} In particular, it

%/\—robust and %—consistent.

IS1



Conclusion and Further Research

Conclusion

» NP-hardness and polynomial solvability of parallel and dedicated ver-
sions with total completion time criterion and the makespan criterion.

> We propose approaches to construct approximation and exact algo-
rithms for various particular cases.

» Algorithm demonstrates competitive results on various series of in-
stances.

» Scheduling with untrusted predictions is investigated.

Further Research

» The problems with more complex structure, where processors are het-
erogeneous and jobs have alternative execution modes with various char-
acteristics.

» Open question is the complexity status of the problem with single mode
jobs on two processors.



Thank you for your attention!



